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When Lina, an 85-year-old retiree, registers at the eye clinic for her 
annual eye check-up, she is met with a surprise. Instead of sitting 
down in a waiting room, she is asked to stare into a machine for a 
few seconds. In that time, the machine uses an artificial intelligence 
(AI)-powered feedback loop to adjust to her eyes’ position and 
movement; acquire multiple, perfectly sharp scans of the anterior 
and posterior segments; and then preprocess and filter the images 
and biometrics. Using this and her existing digital health profile, 
the AI-powered software quickly analyzes all her data. Within 
minutes, Lina’s ophthalmologist is reviewing a comprehensive 
updated profile of Lina’s eye status and function, coupled with a 
differential diagnosis, risk analysis, and treatment suggestions, 
including clinical advice and summaries of the most relevant recent 
research. Lina has a narrowing anterior chamber and a subtle 
but gradual increase of intraocular pressure, and she will develop 
sight-threatening posterior cortical cataracts within six months. 
Subtle signs in the retina and blood vessels suggest a ninety percent 
likelihood of neovascularization in her left eye before her next visit. 
After a short talk with her doctor, Lina leaves with new prescriptions 
and scheduled appointments for robotic cataract surgery, 
prophylactic anti-VEGF injections, and a follow-up scan. Lina being introduced to new AI-powered instruments by an ophthalmologist in the 

not-so-distant future. Illustration by Kristin Skårdal.
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The impact of modern artificial 
intelligence on ophthalmology
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Where AI and ophthalmology collide. Image generated by DALL·E 3 and edited by Kristin Skårdal.

This imagined scenario is not an excerpt 
from a science fiction novel but rather the 
imminent status quo of AI-powered modern 
eye care. The technology described in this 
scenario already exists in some form, and 
is slowly moving into the clinic, a situation 
nearly unimaginable less than a century ago. 
So how did we get here?
The term artificial intelligence, meaning 

the simulation of human intelligence by 
machines, was coined and established as 
an academic discipline in the mid-1950s.1 
A foundational workshop in Dartmouth 
in 1956 sparked early enthusiasm. This 
initial drive lost its momentum, in part 
due to contemporary technology acting 
as a hindrance. However, throughout AI’s 
history, we have seen continued research 
efforts into its use in various fields, including 
medicine and diagnostics.
Among the earliest ventures into AI-

assisted diagnostics was CASNET (Causal 
ASsociational NETworks) for glaucoma, 
developed in the 1970s at Rutgers University 
and Mount Sinai Medical School.2 The 
computer program simulated clinical 
cognition based on expertise from a network 

of glaucoma specialists. Using medical 
history as input, its built-in “understanding” 
of pathophysiology used a causal network 
model and associations to present advice 
and treatment suggestions for a differential 
diagnosis and provided alternative opinions 
on contested subjects. Though primarily 
intended as a research tool, it showed 
promise when evaluated against human 
experts.
The field of AI—computer systems 

capable of performing tasks that typically 
require human intelligence, such as 
problem-solving, decision-making, or 
understanding language—evolved at 
the intersection of mathematics and 
computer science. New discoveries and 
developments were largely driven by 
academic research.3 With the exponential 
increase in computational power and 
improvements in models and algorithms 
during recent decades, AI has become 
part of the backbone of our digital daily 
lives. The integration and dissemination 
of AI into almost every aspect of modern 
life has mostly been happening below the 
public radar, such as the use of predictive 

machine learning, image classification, and 
recommendation systems, integrated into 
our phones, computers, and TVs.4 However, 
the release of OpenAI’s large language 
model ChatGPT opened the public’s eyes 
overnight. Since then, media coverage 
has mainly focused on the subcategory of 
generative AI, such as large language models 
and image generation models. However, 
generative AI is just the tip of the AI iceberg, 
which has been merging for some time with 
other fields such as medicine and, notably, 
ophthalmology.
The eye is an ideal and directly accessible 

organ for obtaining high-quality and safe 
imaging using a plethora of modalities 
that ophthalmologists rely on in their 
daily practice, such as photography, 
optical coherence tomography (OCT), 
autofluorescence, and angiography. The 
eye’s structure, appearance, function, 
biomechanics, pressure, and optics are 
all readily available for measurement, 
assessment, and intervention—a unique 
property compared to internal organs. 
Retinal imaging even allows for sampling the 
state of the central nervous system and its 
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microvasculature,5 and the segmentation 
and measurement of all the retina’s 
layers enable detailed inspection at the 
microscopic scale. Easy access to data and 
images from this beautifully complex organ 
makes ophthalmology a natural choice 
for AI integration. This article introduces 
and explores the history, organization, 
and integration of AI in ophthalmology, 
giving examples of current applications, 
challenges, and future directions.

A Brief AI Overview
Machine learning, and particularly deep 

learning, is the foundation of what we 
associate with modern AI. A machine-
learning algorithm is essentially 
a piece of mathematics 
designed to learn from 
data and produce 
conclusions. Such 
algorithms can be 
relatively simple 
or extremely 
complex and can 
be singular or 
several models 
functioning 
together. 
Machine-
learning 
models are not 
explicitly built 
based on rules 
but trained to 
learn the patterns 
in the data. Several 
modes of training 
exist, depending on the 
data available and the 
end goal of the model. One 
way of organizing different 
models into discrete categories is 
by how the models learn. Check out 
the AI crash course to learn more (Box 1).
This approach to categorizing machine-

learning models is an approximation and 
does not tell the full story. Many other forms 
of learning exist, such as data-efficient- and 
interactive-learning, and combined models 
acting synergistically, including generative 
adversarial networks. Audio, video, images, 
text, and numbers can all be used as input 
to train an AI model. Similarly, an AI can be 
trained to provide any type of output.

Observation, Hypothesis, Investigation, 
Evidence
The concept of testing observational 

hypotheses by clinical investigation to 
arrive at empirical evidence is typically 
accredited to the Hungarian physician 

Ignaz Semmelweis. Semmelweis refused 
to believe the popular theory that 
childbed fever, a common and deadly 
postpartum infection, was an “inevitability 
of the harmful influences of atmospheric 
conditions.”11 In 1847, after rigorous 
research using cutting-edge empirical 
methods, Semmelweis famously introduced 
handwashing with chlorinated lime 
solutions to doctors attending childbirth. 
This drastically reduced the incidence of 
childbed fever and maternal mortality.11 

Semmelweis spent most of his life after his 
discoveries trying to convince his colleagues 
of his groundbreaking findings. Semmelweis 
summarized his life’s work by saying, “My 
doctrines exist to rid maternity hospitals 
of their horror, to preserve the wife for her 
husband and the mother for her child.” 11

The paradigm shift into the systematic use 
of empirical evidence in clinical practice was 
finally formalized with the establishment 
of evidence-based medicine in the early 
1990s.12 However, widely-publicized, 
unfounded opinions persist in the public 

domain, despite a lack of evidence or even 
in the face of strong counter-evidence. 
This is exemplified by Andrew Wakefield’s 
infamous retracted 1998 study in The Lancet 
linking the MMR vaccine to autism.13

The risk of tunnel vision is high when 
a hypothesis is developed from personal 
experience and anecdotal observation—
and even higher when the ideas capture 
the public imagination. Unfortunately, a 
“theory first, data later” approach, where a 
theoretical framework is proposed before 
extensive empirical data can support or 
refute it, has plagued medicine since its 
inception.14

The traditional confirmatory 
model of research was challenged 

by the introduction of 
exploratory data analysis 
by John Tukey in 1977.15 
This method allows the 
data to reveal their 
structure without 
imposing strict 
assumptions. 
This created 
a way of 
developing 
research 
questions 
based on 
patterns 
revealed from 
data exploration 
rather than from 
preconceived 
ideas, laying the 

foundation for 
what has come to be 

known as hypothesis-
free research. A prominent 

example in genetics is 
genome-wide association study 

(GWAS), where the entire genome is 
scanned for associations between genetic 

variants and traits or diseases. In 2005, one 
of the first landmark studies to validate 
the GWAS method identified associations 
between single-nucleotide polymorphisms 
and age-related macular degeneration.16

Machine-learning methods can identify 
patterns and characteristics in data by 
analyzing large complex data sets without 
expectations or assumptions. Hypothesis-
free research methods can be improved 
upon with techniques such as clustering and 
dimensionality reduction to allow biomarker 
discovery using high-dimensionality data 
sets such as spectrometry and microarrays.17 
New hypothesis-free methods exploit the 
flexibility of machine learning, such as mass 
analysis of -omics data and deep learning 
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Organization of the field of artificial intelligence. Deep 
learning is part of machine learning, which is part of 
artificial intelligence. All are based on algorithms. 
Illustration by Kristin Skårdal.
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Box 1. A Crash Course in AI Basics 
Supervised Learning: Supervised models are trained on a 

data set in which the training examples have known outcomes. 
Outcomes are the desired and pre-defined outputs of the 
model. There are two main types of supervised learning models, 
classification and regression. When a supervised learning 
model makes a “guess” at what the real outcome is, it is called a 
prediction. In this context a prediction is not about predicting the 
future, but about guessing what the real value is. 
The outcome assigned to a training example is called a label. 

A training set of retinal images can be labeled “geographic 
atrophy” or “healthy,” and the model can be trained to categorize 
them into these two pre-defined classes. Such “recognition,” or 
prediction, of a defined outcome is called classification. With 
enough examples, the supervised learning model learns to 
classify images with and without geographic atrophy. We provide 
it with the correct answers so it can compare its predictions 
against the true values and learn. 
All classification models assign labels.  Some also provide 

a confidence level, for example, that with 80% confidence the 
image label should be “geographic atrophy.” Regression models, 
on the other hand, are trained to predict a continuous value, like 
the amount of geographic atrophy, for example, that 55% of the 
macula is affected by geographic atrophy. 
Supervised learning is widely used in applications ranging 

from email filtering and speech recognition to disease prediction. 
As a recent example, Dai et al. trained a model using a labeled 
retinal image database to predict the time to clinical progression 
of diabetic retinopathy.6 
Unsupervised Learning: This method involves training models 

on data without labels. The goal is to uncover relationships or 
structures within the data. This approach is particularly useful for 
tasks where the underlying patterns in the data are not known, 
where AI can help explore or understand the data, such as by 
organizing it into categories. Applications include user behavior 
analysis in social media and techniques to simplify bioinformatics 
data without losing core information, such as principal 
component analysis. One recent study using unsupervised 
learning trained a model on 28,000 longitudinal macular OCT 
images. It identified seven different glaucomatous progression 
patterns, correlating them with visual field total deviations.7
Reinforcement Learning: This type of AI model is characterized 

by learning from interaction with an environment. Decisions 
lead to immediate feedback that slowly teaches the model 
how to behave. In contrast to supervised learning where the 
model learns from a labeled data set, reinforcement-learning 
algorithms are looking to maximize their reward for performing 
correct actions or reaching a defined goal, reminiscent of the 
biological dopaminergic reward system. This form of AI is 
historically rooted in behavioral psychology and the concept 
of operant conditioning, introduced in the 1930s.8 Instead of 
statically evaluating inputs, reinforcement-learning models learn 
to react to a changing environment by making and evaluating 
decisions. While training in a simulated dynamic environment, 
a reinforcement-learning system can make millions of decisions 
in different situations, evaluate the consequences of those 
decisions, and reward the best ones, thereby gradually improving 
the model. The model slowly learns to make better decisions 
that help achieve its goal while considering the state of the 
environment. Gaming, robotics, and finance have been among 
the main frontiers in developing modern reinforcement-learning 
systems. Within ophthalmology, reinforcement learning has 
potential in areas such as imaging, intelligent surgery systems, 
and chronic disease monitoring and treatment.9
Weak Supervision: Many newer machine-learning models fall 

between the supervised and unsupervised learning categories. 
Such models can use a mix of labeled and unlabeled data, 
use imperfect or noisy data, or learn to assign labels to the 
data themselves. They are essential for the function of many 
generative AI models. Weak-supervision models can learn from 
a wide variety of data, even when most of the data has not been 
properly organized, and they excel with large and poorly labeled 
data sets, making them great at tasks such as describing images 
and translating language. Within ophthalmology, such models 
have great potential in improving image analysis, such as training 
a model to identify specific lesions, hemorrhages, or exudates 
while leveraging unlabeled images to improve generalization 
and accuracy. A recent study published in JAMA described such 
a model for improved OCT detection of macular telangiectasia 
type 2.10

Supervised learning model using labeled images of eyes to learn how to predict eye color. Illustration 
by Kristin Skårdal.

Unsupervised learning algorithm sorting unlabeled images of eyes into newly created categories. It 
has chosen to separate the images based on eye color. Illustration by Kristin Skårdal.

Reinforcement-learning algorithm training to take pictures at the right moment when the eye is wide 
open. The best choices are rewarded, and the model is updated. The finished model is extracted and 
deployed to AI cameras in the real world. Illustration by Kristin Skårdal.

A weak-supervision model learning to identify eye color based on a small amount of labeled data 
and a large amount of unlabeled data. Illustration by Kristin Skårdal.
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for genomic, image, and clinical data sets combined with a subfield 
of AI known as explainable AI. Machine learning is being used to 
extract information from multiple -omics data sets simultaneously, 
such as metabolomics, genomics, and proteomics, to gain more 
meaningful insights in so-called multi-omics data analysis.18 
The insights gained increase our understanding of the body and 
disease processes and can be used to help identify biomarkers or 
as justification for further research and clinical trials. By analyzing 
large, high-quality data sets without an initial hypothesis, machine 
learning is increasingly being used to produce results less subject to 
human biases.

The Really Cool AI Stuff
Artificial neural networks work by sending data through artificial 

neurons organized in layers, loosely inspired by their biological 
counterparts. A neural network neuron is a simple decision-making 
unit that processes information and sends out a signal based on the 
strength of the inputs. That signal becomes the input to the next 
layer of neurons. The architecture of a neural network typically 
consists of an input layer that passes data to the network, one or 
several hidden layers that process the data, and an output layer 
presenting the result. Artificial neural networks with more than one 
hidden layer are referred to as deep neural networks and are used in 
deep learning.19 Such models are often termed “black boxes” due to 
the difficulty in understanding how the model arrived at its answer. 
Typical deep-learning tasks include text and image recognition. 
However, what sets deep learning apart from other machine-
learning methods is its versatility since it can be configured to solve 
nearly any problem given enough high-quality training data.20

Explainable AI
When using machine-learning models in research or 

implementing models in a clinical setting, the researcher or clinician 
often must understand how the model produced its results. Most 
machine-learning models do not automatically tell the user which 
parts of the data were important. For example, with a large, detailed 
data set from glaucoma patients, you might train a model to predict 
the risk of rapid glaucoma progression to use for individual patients 

in the clinic. But what if you wanted to know exactly why some 
patients are assigned a higher or lower risk? Is it mainly due to aging, 
pressure fluctuations, gradual pressure increase, or certain nerve 
fiber loss patterns? The physician may feel the need to verify how 
the model prioritizes when making predictions before trusting it or 
feeling confident about introducing it into clinical practice.21 A more 
transparent or informative model can also provide the physician 
with valuable feedback and create learning opportunities. This 
is especially important if the conclusion reached by the clinician 
differs from that of the model or when investigating the root causes 
of disease.
Useful information can be extracted by poking and prodding 

machine-learning algorithms, giving rise to the field of research 
known as explainable AI. Methods and tools provided by explainable 
AI help provide model understanding and lead to new insights and 
ideas. Several approaches to explainable AI are being explored to 
increase our understanding of AI models.22,23 A popular explainable 
AI method is the local interpretable model-agnostic explanations, 
which can imitate a black box model such as a deep neural network, 
with simpler interpretable models. Another method is the Shapley 
additive explanations, which can tell us which features in the data 
are the most important.

Current State of AI in Clinical Ophthalmology
Harnessing the power of AI in diagnostics, management, and 

treatment is about not replacing human capability but improving 
decision-making, efficiency, and cost-effectiveness. It is a tool 
to arrive faster at more precise conclusions. In other words, AI is 
helping us improve patient outcomes and increase turnaround.
The early detection of disease in a clinical setting depends on 

keen observation and pattern recognition. This comes with the risk 
of oversight, especially among clinicians with less experience. Even 
among experts, opinions and methods can vary. Unlike humans, 
machines are not subject to fatigue, and, with thoughtful design, 
measurement variability, such as intra-observer variability, can be 
minimized or eliminated. AI systems have been shown to reduce 
such variability in clinical practice.24,25

The accuracy of AI models in detecting conditions such as diabetic 
retinopathy, glaucoma, and age-related macular degeneration 
based on retinal imaging reached clinical viability years ago. An 
example is the FDA-approved LumineticsCore that autonomously 
diagnoses DR and detects macular edema.26 Google’s DeepMind AI 
for Retinal Diseases has proven, in collaboration with Moorfields 
Eye Hospital in the UK, that it can identify a wide range of retinal 
diseases.27 Ting et al. reported that AI detected referable age-related 
macular degeneration with 93.20% sensitivity.28 Additionally, the 
i-ROP DL system received FDA breakthrough device status29 for 
diagnosing retinopathy of prematurity with comparable or better 
accuracy than examination by expertly trained ophthalmologists.30

Community-based screenings, especially for diabetic 
retinopathy, have always faced challenges regarding adequate 
resource availability. AI systems can assist in time-efficient mass 
screening with minimal resources. Abràmoff et al. developed an 
AI image system that showed an impressive 96.8% sensitivity and 
87.0% specificity in detecting referable diabetic retinopathy in 
2016.31 Products such as LumineticsCore and EyeArt have earned 
FDA approval, validating AI’s proficiency in diagnosing more-than-
mild and vision-threatening diabetic retinopathy.32

Glaucoma, the silent blinding disease, is seeing improved early 
detection with algorithms trained for discerning glaucomatous 
nerve fiber layer damage, early visual field loss, and more.33-35

Intraocular lens power calculation using machine learning has 
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Fictional illustration of Semmelweis demonstrating handwashing with chlorinated lime 
solution. Image generated by DALL·E 3 and edited by Kristin Skårdal
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Example architecture of a deep neural network with a single input, two hidden layers with five nodes each, and 
three output layers. The choice of architecture depends on the data and the task, with variations in the number of 
inputs, outputs, layers, and nodes per layer. Illustration by Kristin Skårdal.

performed better in highly myopic eyes than newer-generation formulas such as Barrett 
and Olsen.36 Additionally, refractive error prediction based on ocular imaging using 
AI is showing great promise with high accuracy.37 Moreover, machine learning may be 
used in the future to predict post-surgical outcomes based on corneal topography and 
wavefront aberrometry analysis.

Expanding Capabilities
Presently, most AI models are trained for one or a few specific tasks. This implies 

that for disease screening, one must gather data, annotate, train, test, and predict using 
a separate model for every disease—a time-consuming 
and computationally expensive process. To address this, 
“inverse supervised learning” was recently proposed.38 
Rather than training a model on images containing a 
given disorder, a model was trained on a large data set 
of healthy brain scans to recognize any aberration from 
normality and highlight the location of interest, for a 
wide range of pathologies.38 Simply put, this model 
differentiates normal from abnormal images and shows 
the location of suspected disease. The same model was 
fine-tuned and tested on OCT retinal scans, achieving 
impressive results and showing that this model is 
generalizable across other image modalities. This 
approach holds great promise as a clinical supplement, 
especially for rare disease states, for which gathering 
large data sets is notoriously difficult, and as a screening 
tool to quickly filter out patients in need of further 
diagnostics. Such creative advances also show that we 
still have much to discover and learn about the potential 
of AI in ophthalmology.
The annotation process of large image databases for 

model training requires significant time and expertise 
and is often a bottleneck in developing reliable image-
based clinical AI models. This process is especially labor-
intensive when drawing bounds within an image, known 
as segmentation. Proper segmentation involves not just 
a label, such as “exudate,” but also a precisely drawn box 

around the exudate in the image. Complicated 
medical images may need segmentation of 
several different features in the same image. 
With the advent of segmentation tools such 
as Meta AI’s Segment Anything, however, this 
manual labor headache might soon be a thing 
of the past.39 Pretrained on 11 million images, 
Segment Anything promises generalization to 
unfamiliar objects without additional training. 
The newest medical adaptations, SAM2 and 
MedSAM 2, have shown strong generalization 
capabilities. These include promising results 
for the automatic segmentation of various 
pathologies in retinal fundus images.40

Trust and Ethical Considerations
With an increased reliance on AI, ethical 

considerations and technological gray 
areas are among the key hurdles to its 
future development and implementation in 
both research and clinical ophthalmology. 
An ongoing challenge when training and 
implementing AI models is preventing 
unwanted prediction variation or bias due 
to unrepresentative training data. A model 
needs enough data to produce reliable results, 
which is challenging to acquire from minority 
populations, especially for rare diseases 
or minority ethnic groups.41 Inclusivity and 
accessibility are equally important, meaning 
that future AI tools, whether for professionals 
or patients, should be built with a variety of 
end users in mind. This must include the range 
of physical, mental, and technological abilities 
found in the real world.42

Explainable AI—opening the “black box” and studying an AI model to learn how it arrives at its 
conclusions. Illustration by Kristin Skårdal.
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Doctors deal with complex, incomplete, 
and imprecise information daily. Assigning 
a correct diagnosis and treatment is rarely 
a clear-cut decision and is often based on 
objective findings combined with subjective 
information, such as visual symptoms, pain, 
and a patient’s memory of events. Building 
trust in medical AI systems that operate in 
an environment of imperfect information 
combined with high stakes, such as the 
consequences of a wrongful diagnosis, is 
no simple task. However, clinicians’ and 
patients’ trust in AI is necessary to allow AI 
systems into clinical practice. One way to 
achieve such trust is through interpretability 
and transparency of the models,43 as well 
as slow but deliberate implementation 
while gathering feedback and making 
improvements.44

Dealing with the vast amounts of data 
needed to train AI models requires staying 
within legal limits, such as the General 
Data Protection Regulation regarding data 
sharing and anonymization of sensitive 
data, while considering the ethical and 
human rights ramifications of AI adoption 
when designing AI models, as highlighted by 
the World Health Organization.45

Regulatory and Profitability Concerns
In the pursuit of profit, some AI systems 

are developed as closed, proprietary 

different imaging devices or diverse patient 
populations encountered in the real 
world.46 The solutions to such concerns may 
include requiring independent validation 
studies and ensuring interpretable 
and interoperable AI systems through 
government regulation.
Existing regulatory systems may not be 

equipped to handle the novel challenge 
that AI poses. Regulatory bodies such as the 
FDA and EMA traditionally approve medical 
devices based on a fixed state at a specific 
time.47,48 However, the functionality and 
software of AI-powered devices benefit from 
real-world use and experience as new data 
and refined algorithms become available, 
allowing for incremental improvements 
after hitting the market. This dynamic 
nature conflicts with traditional regulatory 
frameworks that are not equipped to handle 
continuously learning systems.49 In their 
mission to protect and advance public 
health, national and international regulatory 
bodies continue to establish and amend  
new frameworks regarding AI software 
and devices. These focus on issues such as 
transparency, software modifications, good 
machine-learning practice, and real-world 
performance monitoring.50-53 Reasonable 
regulations must be put in place to protect 
patient safety without stifling innovation.

Future Predictions for AI in 
Ophthalmology
The possibilities for AI in ophthalmology 

are nearly endless. Just a few examples of 
the multitude of ongoing research efforts 

platforms, limiting transparency and the 
opportunity for external scrutiny. This 
raises concerns about the reproducibility 
of results. Although important steps are 
being made to improve generalizability, 
AI models trained on specific data sets 
may not perform equally well across 
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Illustration of a machine-learning algorithm identifying diabetic retinopathy in retinal images and wet maculopathy in 
OCT images. Illustration by Kristin Skårdal.

Metaphorical interpretation of human–machine interaction, highlighting the importance of diversity, inclusivity, and 
building trust. Illustration by Kristin Skårdal.



18 | OFTALMOLOG | WINTER 2024 WINTER 2024 | OFTALMOLOG | 19

in this field are early disease detection and 
classification based on corneal topography 
and tomography,54 predicting or detecting 
myopia progression and complications,55 
and the use of AI-assisted augmented reality 
in vitreoretinal surgery.56

We predict an improvement of existing 
technologies, stronger integration with 
existing and new technologies, enhanced 
user experience, and the continued 
introduction of practical AI applications into 
nearly every ophthalmological subspecialty. 
We expect the quality and speed of imaging 
to improve with AI-enhanced image 
preprocessing and AI-powered automatic 
imaging systems, with better diagnostic 
accuracy, more consistent results, and 
greater efficiency in the clinic. We expect 
the gradual implementation of personalized 
treatment, especially for chronic eye 
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diseases such as wet age-related macular 
degeneration, using AI models trained on 
large data sets of patient information. These 
models will provide accurate personalized 
predictions of treatment response and help 
choose the right medication and treatment 
protocol, such as the type and frequency 
of anti-VEGF injections. For telemedicine 
and the remote monitoring of disease, we 
expect improved remote imaging solutions 
integrated with AI image analysis, improving 
referral systems and increasing the 
clinical data available during telemedicine 
consultations. We also expect the 
automation of routine but time-consuming 
tasks, such as grading of retinal images for 
diabetic retinopathy screening programs, 
to be slowly handed over to AI in the clinical 
setting. In the slightly more distant future, 
we expect the clinical implementation of AI-

assisted surgical robots.
Finally, we hope and expect that 

interacting with differently working systems 
will become a thing of the past as future 
clinical AI systems automatically and 
safely share data and integrate with one 
another, providing a seamless and effortless 
experience, as in the imagined story of Lina.

Conclusion
We look optimistically at the reshaping 

of ophthalmology through research 
and innovation, as well as the gradual 
introduction of AI technologies into the 
clinical setting. Technology optimism must 
be balanced with responsible and ethical 
implementation without losing sight of our 
goal: to improve vision and quality of life for 
countless individuals like Lina.


